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Abstract

Real exchange rate volatility have important effects on production, employment and trade, so it is crucial to understand its impact on unemployment especially on a country like South Africa. This article analyses the impact of the real exchange rate volatility on unemployment and the dynamic adjustment of unemployment rate following shocks to its determinants using quarterly South African data covering the period 2000 to 2010. This article augments the cointegration and vector autoregression (VAR) and the GARCH model including analysis with impulse response and variance decomposition analyses to provide robust long run effects and short run dynamic effects on the unemployment rate. The empirical analysis using a variety of specifications, estimation techniques, and robustness tests suggests that exchange rate volatility has a statistically and economically significant impact on employment. The variables that have been found to have a long run relationship with unemployment rate include the real exchange rate, exports, real interest rate and the gross domestic product. The impulse response functions broadly corroborate the theoretical predictions, but only real interest rate and exports have a significant impact on unemployment in the short run. Results from the variance decompositions are largely similar to those from the impulse response analysis. The real exchange rate and exports are the only variables found to significantly explain the variation in the unemployment. The most interesting result that emerged from this analysis and is supported by previous research is that among other determinants, the real exchange rate explain the largest proportion of the variation in unemployment rate. On balance, the evidence therefore suggests that unemployment rate fluctuations are predominantly equilibrium responses to real exchange rate shocks in comparison with interest rates, economic growth and exports.
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1. Introduction

Increasing capital market integration following the end of the Bretton Woods system and the accompanying financial liberalization wave of 1980s and early 1990s exposed both developed and developing countries to large swings in exchange rates. As a result, the effects of exchange rate volatility on investment and growth have increasingly become of particular interest to both researchers and policy makers. In many empirical studies, increasing uncertainty and volatility in exchange rates are found to have an effect on the profits of the firms, investments, economic growth as well as on international trade in both developed and developing countries (Aizenmann and Marion, 1999 and Serven, 1988).

However, little research has been done on the effects of exchange rate volatility on unemployment. Dixit (1989) explains that empirical research on the employment effects of exchange rate volatility has mainly been focused on developed countries almost to the exclusion of developing countries. The limited nature of research on developing countries with respect to the impact of exchange rate volatility on unemployment in developing countries raises some concerns in that these countries face higher levels of unemployment (Mobarak, 2005, Pallage and Robe, 2003).

Of the few researchers who have conducted research on the effects of exchange rate volatility on unemployment are Andersen and Sorensen (1988) who argue that trade unions may impact the labour market negatively through their continuous call for wage hikes; which in turn leads to high inflation. Consequently the level of employment declines as a result of exchange rates volatility (Belke and Kaas, 2004). According to Belke and Gros (2001), even a temporary
increase in exchange rate volatility can induce firms to postpone the creation of jobs since volatile exchange rates raise
the uncertainty of future earnings (Dixit, 1989).

Volatile exchange rates may also increase unemployment through lowering investment in physical capital (Belke
and Gros, 2001). Investment may be reduced because higher volatility usually entails increased uncertainty. However, as
Darby (1999) argues, the effect of exchange rate volatility on investment may either be negative or positive, depending on
specific characteristics of the respective industry, for example some firms may benefit from a weak currency (exporting
firms) whilst others benefit from a strong currency (importing firms).

Methodology

1.1 GARCH Model

The origins of the GARCH model can be found in the ARCH model which was developed by Engel in 1982. To describe
data series with time varying volatility, an ARCH model allows the variance of error terms to change over time. Engel
(1982) defined the \( \epsilon_t \) terms of the ARMA mean equation as an autoregressive conditional heteroskedastic (ARCH)
process where all \( \epsilon_t \) are of the form:

\[
\epsilon_t = z_t \sigma_t
\]

and

\[
\sigma_t^2 = \omega + \sum_{i=1}^{p} \alpha_i \epsilon_{t-i}^2
\]

Where \( z_t \) is an independent and identically distributed (i.i.d) variable has a distribution with a zero mean and a unit
variance (Piot-Lepeti and M’Barek, 2011:88). Although \( \epsilon_t \) is serially uncorrelated, its conditional variance \( \sigma_t^2 \) may
change over time. However, the ARCH model has two shortcomings. Firstly, the ARCH (p) model is regarded as a short
memory process because only recent p residuals have an effect on the current variance. Secondly, it is important to note
that the ARCH specification, according to Engel (1995), looked more like a moving average specification than an auto
regression. The GARCH lets the conditional variance be a function of the squares of previous observations and past
variances. It improves the autoregressive structure on conditional variance allowing shocks to persist over time. A
GARCH (p,q) model, therefore, models the variance equation as follows:

\[
\sigma_t^2 = \omega + \sum_{i=1}^{p} \alpha_i \epsilon_{t-i}^2 + \sum_{j=1}^{q} \beta_j \sigma_{t-j}^2
\]

The GARCH (p,q) models an error term \( \epsilon_t \) in terms of a standard white noise \( \epsilon_t \sim N(0,1) \) as:

\[
\epsilon_t = \sqrt{\sigma_t} \epsilon_t
\]

In this way, the error term has a conditional variance that is a function of the magnitudes of past errors. The p,q in
the GARCH (p,q) mean that the conditional variance depends on the p most recent squared residuals and the q most
recent conditional variances.

Piot-Lepeti and M’Barek (2011:88) holds that the GARCH (p,q) model allows a longer memory process in which all
the past residuals can affect the current variance either directly or indirectly through the lagged variance terms. GARCH
estimates are used to identify periods of high volatility and high clustering. GARCH have become widespread tools for
dealing with time series heteroskedastic models. The goal of such models is to provide a volatility measure of deviation
which can be used in financial decisions concerning risk analysis, portfolio selection and derivative pricing. The goal of
volatility analysis must ultimately be to explain the causes of volatility.

Many financial time series such as stock returns and exchange rates, exhibit changes in volatility in time and these
changes tend to be serially correlated. Moreover, evidence shows the distribution of time series data such as exchange
rates is characterized by leptokurtosis, fat tails, skewness and volatility clustering (Lee, 2003). The GARCH model
accounts for fat tails, leptokurtosis and volatility clustering that are commonly associated with financial time series. Dowd
(2005:132) argues that the GARCH model is tailor made for volatility clustering, and this clustering produces returns with
fatter than normal tails even if the innovations- the random shocks are themselves normally distributed. Generally the
presence of leptokurtic tendencies on the time series returns suggests the presence of volatility clustering; hence, the
modelling of such phenomena is recommended through use of the GARCH. In the GARCH, effects such as volatility
clustering and leptokurtosis are captured by letting the conditional variance be a function of the squares of previous
observations and past variances.

The GARCH model in this article is utilized to determine the impact of the exchange rate volatility on
unemployment in South Africa. Developed by Bollerslev (1987), GARCH (Generalized AutoRegressive Conditional
Heteroscedastic) model is a class of non-linear models for the innovations $\{ e_t \}$, which allow the conditional innovation variance to be stochastic and dependent on the available information $\Psi_{t-1}$ (Brook, 2003).

According to the GARCH model, innovations are stationary, zero-mean, uncorrelated (but not independent) and the conditional volatility is a random variable defined in terms of present and past innovations and conditional volatilities. The GARCH (p,q) model for $\{ e_t \}$ assumes (p,q) are not related to the orders $(k, 1)$ of the ARMA process which might be used to describe $\{ x_t \}$ (Gujarati, 2004). The advantage of GARCH models lies in their ability to describe the time-varying stochastic conditional volatility, which can then be used to improve the reliability of interval forecasts. The GARCH (p,q) process is non-linear and the unconditional distribution of $e_t$ is not Gaussian. Thus, outliers may occur relatively often. Moreover, once an outlier occurs, it increases the conditional volatility for some time to come. This feature is a characteristic of many actual financial time series (Brook, 2003).

The GARCH specification incorporates and handles well the frequently-observed financial time series behaviour such volatility clustering and skewness. Many financial time series such as the exchange rate exhibit changes in volatility in time and these changes tend to be serially correlated. GARCH model accounts for fat tails, leptokurtosis and volatility clustering that are commonly associated with financial time series.

The variable of interest in this article uses GARCH (1,1) to test the volatility of real exchange rate quarterly data. GARCH measure of conditional volatility is a good proxy for uncertainty since it measures the variance of the stochastic, unpredictable component of a variable. GARCH is also superior to unconditional measures such as the standard deviation since the latter ignores relevant information on the random process generating the exchange rate. Therefore, the measure of exchange rate volatility using GARCH is better suited than using a standard deviation of exchange rate (Feldmann, 2011).

One of the assumptions of the least squares model is that the expected value of all error terms, when squared, is the same at any given point. This assumption is called homoskedasticity. When the expected value of all error terms, when squared, is not the same there would be the problem of heteroscedasticity. Engel (2001) notes that “data in which the variances of the error terms are not equal, in which the error terms may reasonably be expected to be larger for some points or ranges of the data than for others, are said to suffer from heteroskedasticity. Instead of considering this as a problem to be corrected, GARCH models treat heteroskedasticity as a variance to be modelled. As a result, not only are the deficiencies of least squares corrected, but a prediction is computed for the variance of each error term.

1.2 Vector autoregressive model

Vector autoregressive models (VARs) were popularised in econometrics by Sims (1980) as a natural generalisation of univariate autoregressive models. A VAR is a systems regression model (i.e. there is more than one dependent variable) that can be considered a kind of hybrid between the univariate time series models and the simultaneous equations models. VARs have often been advocated as an alternative to large-scale simultaneous equations structural models. An important feature of the VAR model is its flexibility and the ease of generalisation. A useful facet of VAR models is the compactness with which the notation can be expressed. For example, $k = 1$, so that each variable depends only upon the immediately previous values of $y_{1t}$ and $y_{2t}$, plus an error term (Brook, 2003).

The VAR model can estimate a vibrant simultaneous equation system without putting any prior restrictions on the structure of the relationships. Because it does not have any structural restrictions, the VAR system enables the estimation of a reduced form of correctly specified equations whose actual economic structure may be unknown.

VAR models have several advantages compared with univariate time series models or simultaneous equations structural models, for example a researcher does not need to specify which variables are endogenous or exogenous. All variables are endogenous. This is an important point, since a requirement for simultaneous equations structural models to be estimable is that all equations in the system are identified. Essentially, this requirement boils down to a condition that some variables are treated as exogenous and that the equations contain different right hand side variables.

VAR models allows the value of a variable to depend on more than just its own lags or combinations of white noise terms. Therefore VARs are more flexible than univariate autoregressive models; the latter can be viewed as a restricted case of VAR models. VAR models can therefore offer a very rich structure, implying that they may be able to capture more features of the data (Brook, 2003).

It is essential that all of the components in the VAR and GARCH model are stationary. However, most time series data are not stationary in their levels such that estimations based on this technique will be meaningless (spurious). Differencing the variables to mechanically turn them stationary has been a preferred approach to deal with this problem,
but it throws away useful long run information that may be useful. These problems led to the emergence of new generation models based on cointegration and error correction modelling (Brooks, 2003:400).

There are several cointegration based methods but most of them suffer from numerous problems when applied to multivariate models. These include not being able to test for cointegration when there are multiple cointegrating relationships and sample problems amongst others. The technique in this category that has emerged as the most powerful and popular is the Johansen technique, which is the technique employed in this article.

The Johansen (1991; 1995) technique has become an essential tool in the estimation of models that involve time series data. This approach is preferred as it captures the underlying time series properties of data and is a systems equation test that provides estimates of all cointegrating relationships that may exist within a vector of nonstationary variables or a mixture of stationary and nonstationary variables (Harris, 1995:80).

The Johansen technique has several advantages over other cointegration based techniques, which will be discussed in the following sub-sections. The Johansen technique is preferred in this article as it allows for the estimation of a dynamic error correction specification, which provides estimates of both the short and the long run dynamics in the empirical model.

A number of steps are required in estimating the Johansen technique and these include, the need to determine the stationarity of the variables in the empirical model, the next step is performing cointegration tests in order to identify any long run relationships between the variables, a short run vector error correction model is then estimated on condition of finding cointegration in the previous step and finally, residual diagnostics tests form the last step. Impulse response and variance decomposition is performed when the variables pass the necessary diagnostics tests.

It is likely that, when a VAR includes many lags of variables, it will be difficult to see which sets of variables have significant effects on each dependent variable and which do not. In order to address this issue, tests are usually conducted that restrict all of the lags of a particular variable to zero (Brook, 2003).

However, before one proceeds to test for the rank of, Π there are two issues that have to be attended to. The first is determining the appropriate order (k) of the VAR. Brooks (2002:404) argues that the Johansen test can be affected by the lag length employed in the VECM, thus it is crucial to attempt to select the lag length optimally. By optimally, it is meant that the chosen lag length should produce the number and form of cointegration relations that conform to all the a priori knowledge associated with economic theory (Seddighi et al., 2000:309).

On the one hand, Brooks (2002:334) states that economic theory will often have little to say on what an appropriate lag length is for a VAR and how long changes in the variables should take to work through the system. Brooks recommends the use of multivariate versions of the information criteria, which includes the sequential modified likelihood ratio (LR), Akaike information criterion (AIC), Final prediction error (FPE) Schwarz information criterion (SC) and the Hannan-Quinn information criterion (HQ). However, these information criteria usually produce conflicting VAR order selections. In light of these problems, we will use both the information criteria approach and the priori knowledge from economic theory to select the appropriate order of the VAR.

Once the appropriate VAR order (k) and the deterministic trend assumption have been identified, the rank of the Π matrix can then be tested. There are two likelihood ratio (LR) test statistics for cointegration under the Johansen approach: the trace (trace λ) and the maximum eigenvalue (max λ) statistics, which are specified as follows:

\[
\lambda_{\text{trace}}(r) = -T \sum_{i=r+1}^{N} \ln(1 - \lambda_i) \tag{1}
\]

and

\[
\lambda_{\text{max}}(r, r+1) = T \ln(1 - \hat{\lambda}_{r+1}) \tag{2}
\]

where \(r\) is the number of cointegrating vectors under the null hypothesis, \(\lambda_i\) is the estimated value for the \(i\)th ordered eigenvalue from the \(\Pi\) matrix. The trace statistic sequentially tests the null hypothesis that the number of cointegrating relations is \(r\) against the alternative of \(k\) cointegrating relations, where \(k\) is the number of endogenous variables. The maximum eigenvalue conducts separate tests on each eigenvalue and has as its null hypothesis that there are \(r\) cointegrating vectors against an alternative of \(r + 1\) (Brooks, 2002:405). To determine the rank of the \(\Pi\) matrix the above trace and maximum eigenvalue test statistics are compared to the (non-standard) critical values from Osterwald-Lenun (1992), which differ slightly from those originally reported by Johansen and Juselius (1990).

For both tests, if the test statistic is greater than the critical values, the null hypothesis that there are \(r\) cointegrating vectors is rejected in favour of the corresponding alternative hypothesis.
However, the trace and maximum eigenvalue statistics may yield conflicting results. To deal with this problem, Johansen and Juselius (1990) recommend the examination of the estimated cointegrating vector and basing one’s choice on the interpretability of the cointegrating relations. Alternatively, Luintel and Khan (1999: 392) show that the trace test is more robust than the maximum eigenvalue statistic in testing for cointegration. The two approaches will be considered in this study when faced with such a problem.

Once the number of cointegrating vectors in the model have been identified, a VECM can be estimated by specifying the number of cointegrating vectors, trend assumption used in the previous step and normalising the model on the true cointegrating relation(s). Thus, a VECM is merely a restricted VAR designed for use with nonstationary series that have been found to be cointegrated. The specified cointegrating relation in the VECM restricts the long run behaviour of the endogenous variables to converge to their cointegrating relationships, while allowing for short run adjustment dynamics. The coefficients of the VECM have already been explained and they will not be repeated here. Once estimation is complete, the residuals from the VECM must be checked for normality, heteroskedacity and autocorrelation.

In order to consider further the effect of the exchange rate on unemployment, the impact multipliers that orthogonalised impulse responses should also be calculated for the estimated VAR model. The forecast error variance is decomposed to determine the proportion of the movements in the unemployment rate that are a consequence of its own shocks rather than shocks to other variables. Moreover, all variables to be included in the VAR are required to be stationary in order to carry out joint significance tests on the lags of the variables. Hence, all variables are subjected to Augmented Dickey–Fuller (ADF) tests.

### Data

Quarterly data covering the period from 2000 to 2010 was used in this study. The data was obtained from South African Reserve Bank (SARB), the International Financial Statistics (IFS) published by the International Monetary Fund (IMF), Johannesburg Stock Exchange and Department of Trade and Industry.

#### Table 1: Estimation results of the GARCH Model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>z-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>1.709046</td>
<td>0.221746</td>
<td>7.707216</td>
<td>0.0000</td>
</tr>
<tr>
<td>LEXC</td>
<td>0.080126</td>
<td>0.075430</td>
<td>1.062247</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variance Equation</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>z-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.008822</td>
<td>0.068198</td>
<td>1.283965</td>
<td>0.0000</td>
</tr>
<tr>
<td>RESID(-1)^2</td>
<td>1.001683</td>
<td>0.920181</td>
<td>1.788571</td>
<td>0.0000</td>
</tr>
<tr>
<td>GARCH(-1)</td>
<td>-0.206275</td>
<td>0.003222</td>
<td>-1.998353</td>
<td>0.0000</td>
</tr>
<tr>
<td>LGDP</td>
<td>0.000179</td>
<td>0.007675</td>
<td>2.023289</td>
<td>0.0000</td>
</tr>
<tr>
<td>LEXP01</td>
<td>0.003088</td>
<td>0.002205</td>
<td>1.400683</td>
<td>0.0000</td>
</tr>
<tr>
<td>LRIR</td>
<td>0.000428</td>
<td>0.014322</td>
<td>1.929882</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

GARCH(-1) is the dependent variable and it is also the variance of the residual and represent the volatility of unemployment and in this case unemployment is not significant as the p value is 0.7156 which is greater than 5% meaning unemployment is not volatile. In this case the exchange rate is the variable that is volatile as the p value is significant at 5% and the volatility of the exchange rate has been captured in the variable exchange rate (LEXC) as it is indicated by its significance.

#### 1.3 Exchange rates (LEXC)

Real exchange rate (LEXC) has a positive coefficient and it is statistically significant at α< 5%. The coefficient of LEXC implies that a 1% increase in volatility of exchange rate will lead to 8% increase in unemployment. These results suggest that a depreciation of the rand does not necessarily reduce unemployment.
1.4 Exports (LEXP01)

Exports (EXP01) have a positive coefficient and it is statistically significant $\alpha < 5\%$. This implies that as exports increase unemployment also increases. Clearly an increase in exports does not necessarily reduce unemployment.

1.5 Real interest rates (LRIR)

Real interest rates (LRIR) have a positive coefficient and they are also statistically significant $\alpha < 5\%$. This implies that when real interest rates increase the cost of borrowing increases meaning firms do not go and borrow as the cost of borrowing will be high and this means less investment and thereby increasing unemployment as firms will not employ.

1.6 Gross domestic product (LGDP)

The results in Table 1 above indicate a statistically significant and positive relationship between economic growth (LGDP) and poverty $\alpha < 5\%$ between unemployment and gross domestic product.

Hypothetically an increase in GDP should reduce unemployment but our results indicate that an increase in GDP in South Africa has not had a significant impact on unemployment reduction. However, our findings support the views of Barker (2005) who indicates that South Africa is experiencing a jobless growth and this effectively means that our growth in South Africa does not necessarily translate into unemployment reduction.

1.7 Cointegration

Cointegration analysis is conducted using the Johansen procedure to determine whether there is a long run equilibrium relationship between the real exchange rate and unemployment. Testing for cointegration has always given researchers a difficult task and in most cases, it has produced too many cointegrating relationships which are difficult if not impossible to interpret. As some researchers argue, the main difficulty encountered is the interpretation of cointegrating vectors which include a large number of variables.

When faced with such a problem, one option to deal with it is to estimate a simplified model with very few variables, but with the risk of an omitted variables bias. We partially follow the approach in (Aron et al, 1997) estimating alternative models and using theoretical priors to achieve a parsimonious equation, but try to avoid this purely ‘model-mining’ exercise by using a pairwise correlation matrix to guide the variable selection exercise (Brook, 2003). Table 2 below presents the pairwise correlations of the variables of our unemployment model.

**Table 2: Pairwise Correlation matrix**

<table>
<thead>
<tr>
<th></th>
<th>LUN</th>
<th>LEXC</th>
<th>LEXP01</th>
<th>LGDP</th>
<th>LRIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUN</td>
<td>1.000</td>
<td>0.036</td>
<td>-0.0953</td>
<td>-0.134</td>
<td></td>
</tr>
<tr>
<td>LEXC</td>
<td>0.036</td>
<td>1.000</td>
<td>-0.221</td>
<td>-0.055</td>
<td>0.119</td>
</tr>
<tr>
<td>LEXP01</td>
<td>0.092</td>
<td>-0.221</td>
<td>0.000</td>
<td>0.162</td>
<td>-0.618</td>
</tr>
<tr>
<td>LGDP</td>
<td>0.095</td>
<td>0.055</td>
<td>0.162</td>
<td>1.000</td>
<td>-0.413</td>
</tr>
<tr>
<td>LRIR</td>
<td>0.134</td>
<td>0.1195</td>
<td>-0.168</td>
<td>-0.413</td>
<td>1.000</td>
</tr>
</tbody>
</table>

By looking at the pairwise correlations in Table 2 above, the following observation can be made:

There is no evidence of correlation and therefore there is no existence of multicollinearity.

The next step was to perform a vector autoregression on the above variables. Before the researcher estimated equations, she had to decide on the maximum lag length $k$ considering that too many lagged terms consume degrees of freedom, needless to mention the possibility of multicollinearity. Brooks (2003) argues that the Johansen test can be affected by the lag length employed in the VECM, thus it is crucial to attempt to select the lag length optimally. By optimally, it is meant that the chosen lag length should produce the number and form of cointegration relations that conform to all the a priori knowledge associated with economic theory.

Including too few lags will lead to specification errors. One way of deciding this question was to use the Akaike or Schwarz criterion and choose a model that gives the lowest values of these criteria. On the other hand, Brooks (2003:334) argues that economic theory will often have little to say on what an appropriate lag length is for a VAR and how long changes in the variables should take to work through the system.
Brooks recommends the use of multivariate versions of the information criteria, which includes the sequential modified likelihood ratio (LR), Akaike information criterion (AIC), Final prediction error (FPE) Schwarz information criterion (SC) and the Hannan-Quinn information criterion (HQ). However, these information criteria usually produce conflicting VAR order selections. In light of these problems, the researcher will use both the information criteria approach and the a priori knowledge from economic theory to select the appropriate order of the VAR.

Table 3 below shows the lag length criteria obtained from the unrestricted VAR. The information criterion approach produces results which indicate a choice of lag 1. An optimal lag length is required to produce uncorrelated and homoskedastic residuals.

Table 3: Lag Length information criterion

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>32.67374</td>
<td>NA</td>
<td>1.84e-07</td>
<td>-1.317797</td>
<td>-1.110932</td>
<td>-1.241973</td>
</tr>
<tr>
<td>1</td>
<td>177.9692</td>
<td>249.0779*</td>
<td>6.05e-10*</td>
<td>-7.046151*</td>
<td>-5.804959*</td>
<td>-6.591205*</td>
</tr>
</tbody>
</table>

* indicates lag order selected by the criterion
LR: sequential modified LR test statistic (each test at 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion
HQ: Hannan-Quinn information criterion

Based on the information given in table above the maximum lag length chosen is =1. Having chosen the maximum lag length the next step was to test for Cointegration amongst variables.

1.8 Test for Cointegration

Cointegration analysis was conducted using the Johansen procedure to determine whether there is a long run equilibrium relationship exchange rate volatility and unemployment. The procedure involved specifying the optimal leg length and choosing of the deterministic assumption that the Johansen test requires.

Unrestricted Cointegration Rank Test (Trace)

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Eigenvalue</th>
<th>Trace Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.**</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0.627836</td>
<td>87.01918</td>
<td>69.81889</td>
<td>0.0012</td>
</tr>
<tr>
<td>At most 1</td>
<td>0.490422</td>
<td>46.49395</td>
<td>47.85613</td>
<td>0.0667</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.244424</td>
<td>18.85287</td>
<td>29.79707</td>
<td>0.5035</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.147447</td>
<td>7.361568</td>
<td>15.49471</td>
<td>0.5360</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.019831</td>
<td>0.821233</td>
<td>3.841466</td>
<td>0.3648</td>
</tr>
</tbody>
</table>

Trace test indicates 1 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values

Unrestricted Cointegration Rank Test (Maximum Eigenvalue)

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Eigenvalue</th>
<th>Max-Eigen Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.**</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0.627836</td>
<td>40.52523</td>
<td>33.87687</td>
<td>0.0070</td>
</tr>
<tr>
<td>At most 1</td>
<td>0.490422</td>
<td>27.64108</td>
<td>27.58434</td>
<td>0.0492</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.244424</td>
<td>11.49130</td>
<td>21.13162</td>
<td>0.5983</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.147447</td>
<td>6.540335</td>
<td>14.26460</td>
<td>0.5449</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.019831</td>
<td>0.821233</td>
<td>3.841466</td>
<td>0.3648</td>
</tr>
</tbody>
</table>

Max-eigenvalue test indicates 2 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values
The top part of the table above represents the Trace test whilst the bottom part represents the Maximum Eigenvalue test. Starting with the trace test, the null hypothesis of no cointegrating vectors is rejected, since the test statistic of about 87.01 is greater than the 5% critical value of approximately 69.82. In the same way, the null hypothesis that there are at most 1 cointegrating vectors is rejected, but the null hypothesis that there are at most 2 cointegrating vectors cannot be rejected, since the test statistic of approximately 18.85 is less than the 5% critical value of about 29.80. The Trace test indicates cointegrating eqn(s) at the 0.05 level.

The bottom part of table above shows the Eigenvalue test. The maximum eigenvalue form of the Johansen test also rejects the null hypothesis of no cointegration, but reject that of at most 1 cointegrating vectors, since the test statistic of about 27.64 is now less than the 5 per cent critical value of about 27.58. The Maximum Eigenvalue test results indicate that there is a cointegrating relationship in the empirical model at the 0.05 level. We therefore can run any vector error correction model.

The trace test is more robust than the maximum eigenvalue form of the Johansen test. However, we do not take this as a given, but use the results of each test and let a priori theoretical knowledge guide us in selecting the cointegration rank. We estimated VECMs restricted on 1 and 2 cointegrating vectors separately, as chosen by the maximum eigenvalue and trace test, respectively. Results from the estimations confirm Luintel and Khan’s (1999: 392) finding that the trace test is more robust than the maximum eigenvalue test, since 1 cointegrating relationship chosen by the trace test does not produce economically meaningful results. We therefore conclude that there are 2 cointegrating relationships in our model. Another interesting conclusion from this analysis is that there are cointegrating relationships between I(0) and I(1) variables, thus corroborating Harris’s (1995: 80) finding that variables integrated of different orders may be cointegrated. What remains is to identify which 2 cointegrating vectors represent the true cointegrating relationships.

The number of cointegrating relationships obtained in the previous step, the number of lags and the deterministic trend assumption used in the cointegration test are all used to specify a VECM. The VECM results for our main model, are presented in table 4 below.

### Table 4: VECM Results

<table>
<thead>
<tr>
<th>Vector Error Correction Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date: 09/04/12 Time: 11:10</td>
</tr>
<tr>
<td>Sample (adjusted): 2000Q4 2010Q4</td>
</tr>
<tr>
<td>Included observations: 41 after adjustments</td>
</tr>
<tr>
<td>Standard errors in ( ) and t-statistics in [ ]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cointegrating Eq:</th>
<th>CointEq1</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUN(-1)</td>
<td>1.000000</td>
</tr>
<tr>
<td>LEXC(-1)</td>
<td>-2.083059</td>
</tr>
<tr>
<td></td>
<td>(0.42341) [ -4.91976]</td>
</tr>
<tr>
<td>LEXP01(-1)</td>
<td>0.257157</td>
</tr>
<tr>
<td></td>
<td>(0.05122) [ 5.02015]</td>
</tr>
<tr>
<td>LGDP(-1)</td>
<td>1.211387</td>
</tr>
<tr>
<td></td>
<td>(0.18195) [ 6.65773]</td>
</tr>
<tr>
<td>LRIR(-1)</td>
<td>1.282377</td>
</tr>
<tr>
<td></td>
<td>(0.30662) [ 4.18227]</td>
</tr>
<tr>
<td>C</td>
<td>-14.28701</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Error Correction:</th>
<th>D(LUN)</th>
<th>D(LEXC)</th>
<th>D(LEXP01)</th>
<th>D(LGDP)</th>
<th>D(LRIR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CointEq1</td>
<td>0.018510</td>
<td>0.010055</td>
<td>-3.110301</td>
<td>-0.016292</td>
<td>-0.090380</td>
</tr>
<tr>
<td></td>
<td>(0.03637)</td>
<td>(0.06679)</td>
<td>(0.85420)</td>
<td>(0.10540)</td>
<td>(0.04239)</td>
</tr>
<tr>
<td></td>
<td>[0.50896]</td>
<td>[0.15054]</td>
<td>[-3.64117]</td>
<td>[-0.15458]</td>
<td>[-2.13200]</td>
</tr>
</tbody>
</table>

A comparison of the coefficients of the error correction terms (cointEq1 for the first vector shows that LEXP01 and LRIR has the most significant coefficient , with a t-value of -3.64117 and -2.13200 respectively and LEXP01 has a correct
negative sign. Other variables however either have a wrong sign or are less significant. This suggests that exports and real interest rates constitute the true cointegrating relationship in the first cointegrating vector. Our conclusion is supported by the plot in the graph below showing the first vector in the cointegration space, which appears to be stationary.

**Figure 1. Cointegration graph for unemployment rate equation**

Real interest rate has a positive long-run relationship with unemployment rate, as indicated by the significance of its coefficient. This means that an increase in real interest rates in South Africa will increase unemployment. These results do not corroborate the theoretical predictions that an increase in real interest rates in South Africa will also increase unemployment in the long run. It is only in the short run that an increase in real interest rates leads to a reduction in unemployment.

Exchange rate has a negative coefficient in the long run meaning the depreciation of the rand leads to the reduction in unemployment in the long run. However, in the short run the results show an opposite effect in that a weak currency does not translate into employment creation. VECM results show a positive relationship between exchange rates and unemployment.

GDP has a positive coefficient in the long run as indicated by the significance of its coefficient. This means that an increase in GDP in South Africa will result in an increase in unemployment. It is only in the short run that GDP seems to reduce unemployment. These results are in line with Barker (2005) who indicates that South Africa is experiencing a jobless growth and this effectively means that our growth in South Africa does not necessarily translate into unemployment reduction.

The relationship between exports and unemployment is statistically significant both in the short run and long run. However, exports have a positive coefficient meaning that an increase in exports does not necessarily decrease unemployment in South Africa in the long run. When examining this relationship in the short run, exports have a negative impact meaning that it is only in the short run that exports are effective in creating jobs.

The GARCH results indicated that real exchange rates, exports, gross domestic product and real interest rates all have a positive impact on unemployment. Johansen cointegration tests on alternative model specifications provided evidence that there is cointegration between the unemployment its determinants, which were included in those models. This finding, therefore, indicates that unemployment rate is subject to permanent changes as a result of changes in its fundamentals.

Evidence of cointegration allowed the estimation of VECMs, which simultaneously provided the parameter estimates for both the long and short run relationships. The variables that have a long run relationship with unemployment include the real exchange rate, real interest rates, gross domestic product and exports. An increase in the real exchange rate, real interest rates, exports and gross domestic product all increase unemployment. These results, therefore, corroborate the theoretical framework to a large extent. Another interesting parameter in VECMs is the speed of adjustment coefficient which, in this study, measures the speed of adjustment in the unemployment rate following a shock in the system.

The short run dynamics from the VECMs suggested that only real interest rates and exports are significant in influencing unemployment. However, a better picture of the short run dynamics emerged from the impulse response and
variance decomposition analyses. The latter tests provided evidence that the exchange rate, exports and real interest rates have a significant impact on unemployment. However, only shocks to terms of the real exchange rate and interest rates have persistent effects on the real exchange rate. Another interesting result which emerged from this analysis which is supported by previous research is that among other determinants, the real exchange rate explains the largest proportion of the variation in unemployment.

Conclusions

The econometric results in this article show that an increase in real exchange rate has adverse effects on employment. A stable currency is generally good for trade, as it makes business more predictable, reduces risks and means that consumer prices can be kept stable hence artificially high exchange rate can put exporters at a disadvantage.

Based on the outcome of this research the hypothesis that the exchange rate volatility has a negative impact on the South African labour market cannot be rejected.
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