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Abstract

The objective of the study is to assess the effect monetary policy variables on savings, national income and investment as proxies to the real sector economy in Nigeria. This is relevant to the economy as differences in transmission mechanisms can generate asymmetric behaviour between monetary policy and real sector. The paper explores the significance of this channel using VAR model, as tests suggest the null hypothesis of no significant effect was rejected and a conclusion was drawn that one of the monetary variables such as money supply exert a significant impact on the real sector economy. The main implication to be drawn from these results seems to be the importance of monetary policy channel in regulating real sector economy in Nigeria. The effect of money supply shocks on real sector variables are similar and seem to be significant too. Thus with respect to this result, monetary policy regulators should use money supply regularly as a mechanism to improve real sector economy in Nigeria.
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1. Introduction

A successful implementation of monetary policy requires an accurate assessment of how fast the effects of policy changes propagate to other parts of the economy and how large these effects are. This requires a thorough understanding of the mechanism through which monetary policy affects economic activity. The process that describes how changes in monetary policy propagate to other parts of the economy is called the transmission mechanism of monetary policy. It describes how changes in policy transmit through the financial system, via financial prices and quantities, to the real economy, affecting aggregate spending decisions of households and firms, and from there to aggregate demand and inflation. Given the paramount importance of the transmission mechanism for the understanding of monetary policy, it is surprising that, until very recently, relatively little effort has been invested in understanding exactly how the transmission mechanism works. In the words of Bernanke and Gertler (1995):

The same research that has established that changes in monetary policy are eventually followed by changes in output is largely silent about what happens in the interim. To a great extent, empirical analysis of the effects of monetary policy has treated the monetary transmission mechanism itself as a ‘black box.’

The transmission mechanism logically involves two stages. The first stage involves the propagation of changes in monetary policy through the financial system. This stage of the transmission mechanism explains how changes in the market operations of Central Banks transmit through the money market to markets which directly affect spending decisions of individuals and firms, that is, the capital and bond market and the bank loan market. This involves the term structure, through which short term money market rates affect longer-term bond rates, and the marginal cost of loan funding, through which bank loan rates are affected. The second stage of the transmission mechanism involves the propagation of monetary policy shocks from the financial system to the real economy. This explains how monetary policy shocks affect real production and aggregate prices. It seems obvious that in order to fully understand the transmission from Central Bank actions to the real economy, the first stage needs to be fully understood. Because of the impact monetary policy has on financing conditions in the economy (not just the costs, but also the availability of credit or banks’ willingness to assume specific risks) but also because of its influence on expectations about economic activity and inflation, monetary policy can affect the prices of goods, asset prices, exchange rates as well as consumption and investment.

Interest rate cuts, for example, lower the cost of borrowing, which results in higher investment activities and the purchase of consumer durables. The expectation that economic activity will strengthen may also prompt banks to ease lending policy, which in turn enables businesses and households to boost spending. In a low interest-rate environment, shares become a more attractive buy, raising households’ financial assets. This may also contribute to higher consumer
spending, and makes companies’ investment projects more attractive. Lower interest rates also tend to cause currencies to depreciate: Demand for domestic goods rises when imported goods become more expensive. All of these factors raise output and employment as well as investment and consumer spending. However, this stepped-up demand may cause prices and wages to rise if goods and labour markets are fully utilized. Against this background, the paper seeks to evaluates the impact of monetary policy variables on real sector. In order to achieve the objective of this study, the question guided the study is; what is the effect of monetary policy variables on national savings, income and investment? The following postulations were put forward for testing; Monetary policy variables have no significant impact on the real sector variables.

The study therefore, is divided into five sections, the first section being the introduction; the second section deal with review of relevant literature; the third section deals with research methodology employed; the forth section deals with the results and discussion; while the last section pinpoints policy directions for various relevant policy formulators.

2. Review of Relevant Literature

Empirical research on the monetary policy channel operating through the cost of capital provided conflicting results. Most existing empirical studies use a standard Vector Auto Regression (VAR) methodology, and as a result the literature lacks a panel data-based approach and gives conflicting results on the transmission channels of monetary policy in emerging market economies. Neaime (2008) for example concludes that the traditional Keynesian interest rate channel dominates the transmission mechanism of monetary policy in Morocco and Tunisia, and that the direct linkages between the interest rate and inflation rates are highly significant.

Boughrara (2009) finds that the credit channel is stronger than the traditional interest rate channel in Tunisia, and that neither the exchange rate channel nor the asset price channel are operative in either Tunisia or Morocco. By contrast Jardak and Wrobel (2009) conclude that the exchange rate channel is the most important in the Tunisian economy. Mishra et al. (2010) argue that for low income countries the strength and reliability of the monetary transmission mechanism depend critically on the effectiveness of the bank lending channel in the presence of limited financial development. Also, they argue that the bank lending channel will operate quite differently in low income countries from what we observe in industrial and emerging economies because of the limited degree of financial development in many low income countries. They primarily compare the correlation between changes in money market rate and lending rates in advanced, emerging and low income countries, and find the correlation coefficient to be weaker for the low income countries relative to advanced and emerging market economies. They explain the weaker coefficient in low income countries in terms of the institutional deficiencies that discourage bank lending activity.

There is a large body of empirical literature on the impact of interest rates on private consumption in advanced economies, but there are relatively few cross-country studies for emerging market economies. Fry (1978) estimates a (national) savings function for seven Asian countries for the period 1962–72 and finds strong support for the hypothesis of a negative and statistically significant real interest rate elasticity of domestic consumption. He estimates this elasticity to be about -0.2. Similar conclusions are reached by McDonald (1983). McDonald focuses on factors determining savings behavior in 12 Latin American countries and finds evidence of a statistically significant negative relationship between the real interest rate and private consumption in most of the countries examined, with estimated elasticities roughly comparable with that found by Fry (1978). However, he does not find any significant relationship between consumption and the real interest rate. Ross (1995) argues that in low-income developing countries that are characterized by pervasive liquidity constraints, consumption growth is more likely to follow income growth than changes in expected rates of return. Reinhart and Ostry (1995) describe that for a large number of developing countries, there does not appear to be any systematic relationship between rates of return and private consumption behavior due to the poor quality of data in general and the fact that there is considerable variation in the economic significance and informational content of available data on real rates of return. They also argue that the lack of sophistication and depth in financial markets or direct regulation may result in interest rates that do not adequately reflect expectations about underlying economic fundamentals. Using a panel of 16 emerging markets Funke (2002) finds a small but statistically significant effect of stock market developments on private consumption.

More empirical work has been done to assess the impact of the real interest rate on private investment in emerging market economies. Sundarakajan and Thakur (1980), TunWai and Wong (1982), and Blejer and Khan (1984) address the analytical and data problems involved in its application to developing countries, in particular the lack of data and the resource constraints facing private investors in developing countries. Regarding the determinants of private investment, the neoclassical model suggests that a rise in the real interest rate raises the cost of borrowing, thereby reducing the private investment. Further, a flexible accelerator model of investment suggests that private investment should be
positively related to expected future real GDP growth. Greene and Villanueva (1991) estimate the investment function for 23 developing economies from 1975–87 and find that the real interest has a significantly negative effect on private investment. They find that a one percentage point rise in the real interest rate reduces the private investment by 0.1 percentage point. Serven (2003) also finds that private investment in less developed countries responds significantly to interest rate changes. Using a panel data approach, Aysan et al. (2005) find that the real interest rate had a negative impact on firms’ investment projects in five countries (Egypt, Iran, Jordan, Morocco and Tunisia) throughout the 1980s and 1990s, while Bader and Malawi (2010) provide evidence of a significant negative impact of the real interest rate on private investment in Jordan between 1990 and 2005. Turning to Africa, Misati and Nyamongo (2010) also find a significant and negative relationship between the interest rate on deposits and private investment for 18 African countries over the period 1991–2004. However, they do not find any impact of stock market turnover on private investment. Misati (2007) examines the effect of stock market development on investment efficiency in Africa and finds that stock market development matters for investment efficiency in countries in Africa with relatively developed stock markets; however, no consistent results are obtained for countries with relatively underdeveloped stock markets such as Nigeria. The study concludes that African stock markets can boost investment efficiency by enhancing privatization and diversifying financial instruments.

Several studies have argued that capital account openness is an important determinant of investment decisions in emerging market economies. With closed capital markets investment only takes place up to the point where domestic savings equal domestic investment at a given rate of interest. With liberalization of capital account, resources should flow—at least in theory—from capital-abundant developed countries (where the return to capital is low) to capital-scarce developing countries (where the return to capital is high). The flow of resources to developing and emerging market economies reduces their cost of capital, triggering a temporary increase in investment (Fischer (1998, 2003), Obstfeld (1998), Rogoff (1999), Summers (2000).

Existing empirical studies find contradictory results on the effect of financial liberalization on private investment in low income and emerging market economies. Henry (2000) examines the relationship between stock market liberalization and the growth of real private investment using an event study approach in 11 low income and emerging market economies. His study suggests that, on average, these economies experienced a large but temporary increase in the growth rate of real private investment on the heels of stock market liberalization. Henry (2000) also argues that stock market liberalization decreases the cost of equity capital and thereby boosts private investment. Achy (2003) finds a significant negative impact of financial liberalization on private investment for five African countries over the period 1970–1998. He argues that, by distorting private credit allocation in favor of households at the expense of firms, financial liberalization has tended to reduce available loans for the business sector, and in particular for small and medium-sized enterprises. Naceur, Samir and Omran (2008) by contrast fail to find any significant impact of stock market liberalization on investment growth using annual data for 11 countries over the period 1979–2005. The of the recent study by Mukherjee et al (2011) examine the operation of the traditional Keynesian interest rate channel of the monetary policy transmission mechanism in five potential inflation targeting economies in the emerging economies and compare it with fourteen inflation targeting emerging market economies using panel data analysis. Contrary to some existing studies, their empirical results suggest that private consumption and investment in both groups of countries are sensitive to movements in real interest rates. Furthermore, their study finds that the adoption of inflation targeting did not significantly alter the operation of the interest rate channel in inflation targeting emerging economies.

3. Research Methodology

This study uses a VAR modelling framework to capture the dynamics of the relationship between monetary policy variables and real sector. However, it differs from previous Granger causality literature in investigating the monetary policy-real sector with impulse response function and variance decomposition to investigate causality. Enders (1995) proposed that forecast error variance decomposition permits inferences to be drawn regarding the proportion of the movement in a particular time-series due to its own earlier “shocks” vis-à-vis “shocks” arising from other variables in the VAR. After estimating the VAR, the impact of a “shock” in a particular variable is traced through the system of equations to determine the effect on all of the variables, including future values of the “shocked” variable.

3.1 Model Specification

The study considered eight variables in all. Saving income and investment are proxies for real sector. Linear regression models are specified for all the real sector (RS) and monetary policy (MP) variables. Savings (SV), income (IN),
investment (INV), functions of monetary policy variables – interest rate (IR), money supply (MS), exchange rate (EXR), minimum re-discount rate (MRR), and the Treasury Bill (TB). The real sector variables are treated as endogenous variables while the monetary variables as the exogenous variables. Thus, the econometric estimation period is selected as 1984 - 2010 due to the fact that 1984 was the base year for the computation of most of the monetary and real sector variables.

Hence, the model:

\[
(SV, INV, INC)_t = f(IR_t, MS_t, EXR_t, MRR_t, TB_t) \]  

\[
\ln(INV)_t = \alpha_0 + \alpha_1 \ln(IR)_t + \alpha_2 \ln(MS)_t + \alpha_3 \ln(EXR)_t + \alpha_4 \ln(MRR)_t + \alpha_5 \ln(TB)_t + \mu_t \]  

\[
\ln(SV)_t = \beta_0 + \beta_1 \ln(IR)_t + \beta_2 \ln(MS)_t + \beta_3 \ln(EXR)_t + \beta_4 \ln(MRR)_t + \beta_5 \ln(TB)_t + \mu_t \]  

\[
\ln(INV)_t = b_0 + b_1 \ln(IR)_t + b_2 \ln(MS)_t + b_3 \ln(EXR)_t + b_4 \ln(MRR)_t + b_5 \ln(TB)_t + \mu_t \]

Where:
- SV_t = Savings at time t
- INV_t = Investment at time t
- INC_t = Income at time t
- IR_t = Interest Rate at time t
- MS_t = Money Supply at time t
- EXR_t = Exchange Rate at time t
- MRR_t = Minimum Re-discount Rate at time t
- \mu_t = stochastic or random error term (which means properties of zero mean and non-serial correlation)
- \alpha, \beta & \lambda = coefficients of associated variables
- \alpha_0, \beta_0 & \lambda_0 = Constants interception

### 4. Results and Discussion

#### 4.1 Descriptive Statistics of the Series

The results of descriptive statistics of the series are presented in Table 1 below. The table presents annual descriptive statistics – mean, median, maximum, minimum standard deviation and Jarque-Bera statistic. In summary, Table 1 shows that two series; minimum rediscount rate and treasury bill are not normally distributed but all other series satisfied the assumption of normality. This is as shown in the Jarque-Bera result. It is also evidence in the skewness and the kurtosis results to confirm the Jarque-Bera result of test for normality, some of the variables are normally distributed while others are not.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>EXR</th>
<th>INC</th>
<th>INV</th>
<th>IR</th>
<th>MRR</th>
<th>MS</th>
<th>SV</th>
<th>TB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>71.94256</td>
<td>2814736</td>
<td>929493.2</td>
<td>13.63333</td>
<td>13.78444</td>
<td>210564.7</td>
<td>990054.7</td>
<td>12.77296</td>
</tr>
<tr>
<td>Median</td>
<td>84.36790</td>
<td>14587649</td>
<td>247317.9</td>
<td>12.21000</td>
<td>13.50000</td>
<td>429731.3</td>
<td>177648.7</td>
<td>12.25000</td>
</tr>
<tr>
<td>Maximum</td>
<td>150.0000</td>
<td>1.40E+08</td>
<td>4675862.</td>
<td>28.02000</td>
<td>26.00000</td>
<td>12767378</td>
<td>6863518.</td>
<td>26.90000</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.808300</td>
<td>205086.0</td>
<td>22412.30</td>
<td>7.430000</td>
<td>6.000000</td>
<td>23370.00</td>
<td>10988.10</td>
<td>6.000000</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>56.15457</td>
<td>37421383</td>
<td>1404463.</td>
<td>5.062522</td>
<td>4.125699</td>
<td>3491352.</td>
<td>1806437.</td>
<td>4.827058</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.094792</td>
<td>1.694335</td>
<td>1.736920</td>
<td>1.172969</td>
<td>0.717729</td>
<td>1.986552</td>
<td>2.225541</td>
<td>0.950366</td>
</tr>
<tr>
<td>Probability</td>
<td>0.206869</td>
<td>0.0000139</td>
<td>0.0000222</td>
<td>0.031619</td>
<td>0.130363</td>
<td>0.000002</td>
<td>0.000000</td>
<td>0.078623</td>
</tr>
</tbody>
</table>

Source: E-view Output
The Figures 1 below gives the graphical depiction of the patterns of annual trend of the series. The graphs show upward trend movement of all the series except interest rate (IR), minimum rediscount rate (MRR) and treasury bill (TB) do not have specific pattern of trend over a long period of time. Money supply (MS), and others have an upward trend movement over a long period. Variables such as money supply, interest rate, exchange rate, income and savings are still on the rise up to date without any sign of dropping down.

**Figure 2:** Graphical Descriptive of Series

### 4.2 Tests for Model Fit

The actual fitted and residual values of the endogenous variables employed for the study are to enable us to see whether the variables track both the trend and turning points of the model. Residuals are differences between the one-step-predicted output from the model and the measured output from the validation data set. Thus, residuals represent the portion of the validation data not explained by the model. The top axes show the autocorrelation of residuals for the output. The horizontal scale is the number of lags, which is the time difference (in samples) between the signals at which the correlation is estimated. The horizontal dashed lines on the plot represent the confidence interval of the corresponding estimates. Any fluctuations within the confidence interval are considered to be insignificant. Though, our models have residuals autocorrelation function within the confidence interval, indicating that the residuals are uncorrelated. However, in Figures 2 below showed the actual, fitted and residual values of savings, National income, investment and inflation from monetary policy variables. Similarly, it can be seen that the equations of these variables have good fit since none of them is in the confidence interval of the residual line and all the residual are uncorrelated and pass the independence test. They models have shown evidence that output are formed from the corresponding input. The implication of this is that the impact of monetary policy input exert on real sector would bring about a corresponding output and would transmit to changes into positive growth of the economy.

**Figure 3a:** Actual and Fitted Plots for Model 1: Impact of Monetary Policy on the Real Sector (Savings)

**Figure 3b:** Actual and Fitted Plots for Model 2: Impact Monetary Policy on the Real Sector (Real Income)
4.3 Granger Causality Test

The causality test results suggest a bidirectional causation between the IN and INV. This implies that changes in income may cause changes in investment and vice versa. Some of the variables suggest unidirectional causality and not vice versa. Some of which are IR, MRR and TB granger cause EXR, but not the other way. This also implies that changes in interest rate, minimum rediscount rate and treasury bill would affect exchange rate but a change in exchange rate does not granger cause changes in interest rate, minimum rediscount rate and treasury bill. In the other words, there is no “reverse causation”. Furthermore, there is independence, “no causation” between the IN and EXR, INV and EXR, IR and EXR, MS and EXR as well as SV and EXR (Table 2). This is a clear indication of the relative positive or negative (as the case may be) impact monetary policy played on the real sector.

Table 2: Granger Causality Test

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Obs</th>
<th>F-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>IN does not Granger Cause EXR</td>
<td>25</td>
<td>0.07781</td>
<td>0.92542</td>
</tr>
<tr>
<td>EXR does not Granger Cause INC</td>
<td></td>
<td>0.11460</td>
<td>0.89231</td>
</tr>
<tr>
<td>INV does not Granger Cause EXR</td>
<td>25</td>
<td>0.10012</td>
<td>0.90518</td>
</tr>
<tr>
<td>EXR does not Granger Cause INV</td>
<td>2.16244</td>
<td>0.14119</td>
<td></td>
</tr>
<tr>
<td>IR does not Granger Cause EXR</td>
<td>25</td>
<td>3.68739</td>
<td>0.04333</td>
</tr>
<tr>
<td>EXR does not Granger Cause IR</td>
<td>2.99974</td>
<td>0.07255</td>
<td></td>
</tr>
<tr>
<td>MRR does not Granger Cause EXR</td>
<td>25</td>
<td>5.44681</td>
<td>0.01293</td>
</tr>
<tr>
<td>EXR does not Granger Cause MRR</td>
<td>1.24374</td>
<td>0.30966</td>
<td></td>
</tr>
<tr>
<td>MS does not Granger Cause EXR</td>
<td>25</td>
<td>0.38002</td>
<td>0.68868</td>
</tr>
<tr>
<td>EXR does not Granger Cause MS</td>
<td>0.58495</td>
<td>0.56639</td>
<td></td>
</tr>
<tr>
<td>RESID does not Granger Cause EXR</td>
<td>23</td>
<td>4.18553</td>
<td>0.03216</td>
</tr>
<tr>
<td>EXR does not Granger Cause RESID</td>
<td>0.92890</td>
<td>0.41312</td>
<td></td>
</tr>
<tr>
<td>SV does not Granger Cause EXR</td>
<td>25</td>
<td>0.41174</td>
<td>0.66798</td>
</tr>
<tr>
<td>EXR does not Granger Cause SV</td>
<td>2.67995</td>
<td>0.09307</td>
<td></td>
</tr>
<tr>
<td>TB does not Granger Cause EXR</td>
<td>25</td>
<td>4.60194</td>
<td>0.02269</td>
</tr>
<tr>
<td>EXR does not Granger Cause TB</td>
<td>1.53756</td>
<td>0.23925</td>
<td></td>
</tr>
<tr>
<td>INV does not Granger Cause INC</td>
<td>25</td>
<td>7.61523</td>
<td>0.00348</td>
</tr>
<tr>
<td>IN does not Granger Cause INV</td>
<td>8.46584</td>
<td>0.00217</td>
<td></td>
</tr>
<tr>
<td>IR does not Granger Cause INC</td>
<td>25</td>
<td>2.04646</td>
<td>0.15538</td>
</tr>
<tr>
<td>IN does not Granger Cause IR</td>
<td>1.15225</td>
<td>0.33603</td>
<td></td>
</tr>
</tbody>
</table>

4.4 Results of the Vector Autoregressive Model (VAR)

For ease of analysis, the relevant portions have been extracted from the reported results of VAR output. We therefore concentrate on interpreting only relevant results for models. The summary results are shown in Table 3 indicated first and second models interest rate and exchange rate carried negative coefficients, other variables in the models carried positive coefficients. While the third model, exchange rate and minimum rediscount rate carried positive signs. This implies that money supply has a positive significant influence on real sector variables. Other variables have weak positive or negative influence on both savings, investment or real income. It is shown that among all the exogenous variables, only money supply that has positive relationship with savings, investment and real income. This implies that money supply can be used as a determining fact in the real sector of Nigerian economy. In the other hand, the R-squared of all the models are over 0.9212. This shows that over 92% of variations in the real sector are caused by variation in monetary
policy variables.

The hypothesis states that monetary policy variables have no significant effect on real sector of the Nigerian economy. Variations in monetary policy variables seem to have a poor effect on the real sector. Only money supply and minimum rediscount rate seem to have any significant impact on the real sector variable, investment. Based on this result (Table 3), we can conclude that though we have rejected the null hypothesis which states that, monetary policy does not have any significant effect on real sector variable, it is obvious that a very weak impact was suggested by the data.

Table 3: Summary Results of VAR test of impact of monetary policy variables on the real sector

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>$R^2$</th>
<th>SE of equation</th>
<th>Sum of squares resid</th>
<th>Akaike info criterion</th>
<th>Schwarz info criterion</th>
<th>Log-likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impact</td>
<td>Money sector to Real sector</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Savings</td>
<td>SAV</td>
<td>0.9213</td>
<td>556881.6</td>
<td>6.68E+12</td>
<td>29.442</td>
<td>29.682</td>
<td>-392.47</td>
</tr>
<tr>
<td>Investment</td>
<td>INV</td>
<td>0.9269</td>
<td>412661.4</td>
<td>3.75E+12</td>
<td>28.864</td>
<td>29.104</td>
<td>-384.67</td>
</tr>
<tr>
<td>Real Income</td>
<td>INC</td>
<td>0.9549</td>
<td>8631605</td>
<td>1.6E+15</td>
<td>34.945</td>
<td>35.185</td>
<td>-466.76</td>
</tr>
</tbody>
</table>

4.5 Impulse Response of Real Sector to Money Supply

To examine further the short-run dynamic properties of monetary policy, we employ the forecast error cholesky one standard deviation (S. D.) impulse response analysis. By definition, the cholesky one S. D. shows the proportion of forecast error variance for each variable that is attributable to its own innovation and to innovation in the other endogenous variables. This method provides complementary information on the dynamic behaviour of the variables in the system. It is possible to decompose the forecast variance into the contributions by each of the different shocks.

From the above results, money supply shows a significant effect on real sector, therefore, for the sake of accuracy and precision, is necessary to examine the shot-run dynamics properties of monetary policy through money supply to real sector. The response of real sector variables to monetary policy variables tightening is presented in Figure 4. Initially, savings shocks from money supply started on a negative note at the first period but converted to positive horizon at period two and continued on positive plane all through to the end of the time horizon. The implication of this is that more money in circulation could lead to more savings in the economy and when monetary policy through money supply is tightening, this reduces money in circulation and hence low savings. This result is in line with Osuagwu, 2009 and Okpara, 2009. Among others, shocks on investment from money supply commence on a positive note from the origin and rise to peak at period three and slightly decrease insignificantly on the positive plane and continued to the end of time horizon. In that case it would imply that real sector variables in Nigeria responds to expected money supply. In all cases however the magnitude seems to be small and not significant as with the response of the output. In conclusion, the magnitudes of the responses of real sector to money supply shocks are small, but seem to be similar in speed and direction.
Figure 4: Impulse Response of Real Sector to Money Supply

5. Conclusion and Recommendation

Monetary policy plays a significant role in the operation of economies. Differences in transmission mechanisms can generate asymmetric behaviour between monetary policy and real sector. The paper explores the significance of the monetary policy channels using VAR model, as tests suggest the null of no cointegration cannot be rejected based on the variables used. A significant finding is that the effect of a monetary policy contraction on real sector seems to significant through money supply on savings, income and investment. However, the magnitude of the impact seems, in all cases, not to be significant at the 5 per cent level (two standard errors). The effect of monetary policy contraction through money supply has positive influence on all the three variables, namely; savings, real income and investment. Interest rate has a negative impact on both savings and investment but has positive effect on income. Among other variables, Minimum rediscount also has positive impact on both savings and investment and negative coefficient on income.

The main implication to be drawn from these results then seems to be that the money supply channel is important as a means to improve real sector economy in Nigeria. However, on the other hand, it is likely that the main channel of money supply is the bank lending channel as suggested by literature for the country with undeveloped financial markets. There is need for further research to establish the pattern of the bank lending channel for the country. Therefore, The Central Bank of Nigeria intensify effort in controlling liquidity in circular and sensitise the public on the activities of money market actors.
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